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Correlated equilibrium S Swap regret minimization
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&9 and &® independently decide whether to go or stop

$ Nash equilibria
&>

= A state where no one can improve
their expected payoff by deviating
Go Stop ® (Go, Stop)
Go ¢ 0 4 3 ® (Stop, Go)
pr==1 ® Players independently choose

Stop 3 4 1 1 Go and Stop with probability 1/2
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Players’ actions can be arbitrarily correlated via a traffic signal

3 Correlated equilibria

© % n Mediator ga recommends actions
a» oo =
& < & > &
Go Stop | Go :7 u ﬁ'Stop
- 0 3 | o
o 0 4 cf. Players independently decide in NE
L)

Stop 3 4 1 1 Infinitely many (including Nash eq.)
E.g.) (Go,Stop) and (Stop, Go) w.p. 1/2
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N ={1,2,...,n} players N = {69, 6B}
A, finite set of actions for playeri e N A; = {Go, Stop}
A=A} x Ay x --- x A, set of action profiles (Go,Stop) € A
v;: A — R utility function for playeri e N v4(GO, Stop) = 4

Definition

A distribution over action profiles = € A(A) is a correlated equilibrium
& For any player : € N and deviation ¢: A; — A;,
. [vi(#(ai), a—s)] < E [vi(a)].

9% If wis a product distribution, this definition coincides with Nash equilibria
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A distribution over action profiles = € A(A) is a correlated equilibrium

& For any player ¢ € N and deviation ¢: A; — A;,

E [0(#(a),a-0] < E _u(a)]

Go Stop We can define a CE m € A(A) as follows:

7(Go, Stop) = 1/2, n(Stop, Go) =1/2
0 3
Ge o 4

Each player cannot increase the payoff by any ¢
Stop 3 4 1 1 e.g., ¢(Go) = Stop, ¢(Stop) = Stop decreases it
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Battle of the sexes (complete information) 9/ 34

(=)
= and ™ choose their destinations independently

(=)
s prefers sea (5, while o) prefers mountain ik

(o)
S A
Same place: 3 points
- 3 1 Preferred place: 1 point
—~ 4 1 place: 1 p
- 0 2



Bayesian 8aMeES (incomplete info. + common prior) [Harsanyi'6710/ 34

Players’ types are generated from a common prior distribution
[~}
Each of . and (on) prefers (£, and Al with prob. 1/2 for each

(Each player knows the prior distribution only, not the others' types)

w.p. 1/4 m type: (65 w.p. 1/4 m type: i\
C PN C dis
4 0 3 1
2 &4 1 g &4 1
type: (& 1 3 type: (& 0 4
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Bayes correlated equilibria (= correlated eq. in Bayesian games)

have many variants with various communication protocols

Bayesian solution

Strategic-form CE

Communi
Bayes -cation
Nash equilibria equilibria




Communication eqUiIibria [Myerson’82, Forges'86]

Equilibria realized by a credible third-party mediator g,
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Equilibria realized by a credible third-party mediator g,

0 Each player privately tells their types to the mediator ga
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Communication eqUiIibria [Myerson’82, Forges'86]

Equilibria realized by a credible third-party mediator g,

0 Each player privately tells their types to the mediator ga

=
dan

| prefer C
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| prefer C

o The mediator ga privately sends a recommendation to each player
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Communication eqUiIibria [Myerson’82, Forges'86]

Equilibria realized by a credible third-party mediator g,

0 Each player privately tells their types to the mediator ga
+ No incentive to tell an untrue type

=
> = < (00

dak - =
I preferc | preferc

e The mediator ga privately sends a recommendation to each player
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Communication eqUiIibria [Myerson’82, Forges'86]

Equilibria realized by a credible third-party mediator g,

0 Each player privately tells their types to the mediator ga
+ No incentive to tell an untrue type

f=x-}
> G« )

adn S
I preferc | preferc

o The mediator ga privately sends a recommendation to each player

+ No incentive to disobey the recommendation
[~}

ol Vel




Communication equilibrium combines ...

Mechanism design Correlated equilibria

0 Each player tells their types o No type (complete info.)
+ No incentive to lie
[==)
“ " a «—0
§d¥ 20| ‘ Bid ¥ ﬁ
e «a decides the outcome 9 +a recommends actions
+ This decision is binding + No incentive to deviate
(=) [~}
gQe—L—O gQe—a—o

‘ Pay ¥ 20 Pay ¥ 0 Goto € Goto €
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N ={1,2,...,n} players N ={g,n}
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N ={1,2,...,n} players N ={g,0}
A; action set, ©; type setfori € N A, = 4, = {€, &}, ©, = O, = {type:&, type:da}

A = TTien A; action profiles, © = [T,cy ©; type profiles



Communication equilibria mmyerson's2, Forgesse] 14/ 34

N ={1,2,...,n} players N ={g,o}
A; action set, ©; type setfori € N A, = 4, = {€, &}, ©, = O, = {type:&, type:da}
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p € A(©) prior distribution over type profiles p(type:€, type:) = 1/4
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N ={1,2,...,n} players N ={g,o}
A; action set, ©; type setfori € N A, = 4, = {€, &}, ©, = O, = {type:&, type:da}
A = [l;en A; action profiles, © = [,y O, type profiles

p € A(©) prior distribution over type profiles p(type:€, type:) = 1/4

v;: © x A — R utility function for playeri € N v (type:€, type:; €, &) = 1

Definition
A distribution m € A(A)® is a communication equilibrium
a For any playerie N,¢: ©; — ©;,and ¢: ©; x A; — A;,

GIEP la~w(¢](Eéi),0_i) [0i(8; ¢(0:, ai), a )]] < IE,, Lw(é)) [v(0; a)]].
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N ={1,2,...,n} players N ={g,0}
A; action set, ©; type setfori € N A, = 4, = {€, &}, ©, = O, = {type:&, type:da}
A = [l;en A; action profiles, © = [,y O, type profiles

p € A(©) prior distribution over type profiles p(type:, type:) = 1/4

v;: © x A — R utility function for playeri € N v (ype:g, type; €, &) = 1

Definition

Misreporting (0;) Choosing action ¢(0;, a;)
LGNV B FWANOINEE instead of true type 6; } instead of recommended a;

& For any playeri e N,¢: ©; - 0,,and ¢: ©; x A; — A;,
5, B0 < g | & o

E
Or~p |ar~vm((0:),0—4) b~p
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Swap regret minimization



e-Approximate correlated equilibria

N ={1,2,...,n} players
A; finite set of actions for playeri € N
A=A; X Ay X --- x A, set of action profiles

v;: A — [0, 1] utility function for playeri e N

Definition

m € A(A) is an e-approximate correlated equilibrium
& For any player ¢ € N and deviation ¢: A; — A;,

E [vi(#(ai),a;)] < E [vi(a)] + €.




No-regret dynamics 17/ 34

LU-CI Tl Simulate no-regret dynamics converging to a CE

Players learn their strategy in repeated play of the same game

¢ $ ¢

R > & — & — P

fort=1,2,...,T do
Each player i € N decides a (mixed) strategy n! € A(A;)
Each player i observes the reward vector uf(-) = Eqt ~ort (v5) [vi(-, at, ]
J J

Each player i obtains the expected reward E¢.. ¢ [uf(a’)]



Swap regret [sium-mansouro7] 18/ 34

If €% chooses Stop instead of Go and Go instead of Stop...

t 1 2 3 4 5 6
&9 (reality) Stop Stop Go Stop Stop Go
-» Stop Stop Go Go Stop Go
Reward 1 1 0 3 1 0

Swap regret is the total regret under the optimal replacement
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If €% chooses Stop instead of Go and Go instead of Stop...

t 1 2 3 4 5 6
&9 (reality) Stop Stop Go Stop Stop Go
&% (hypothetical) Go Go Stop Go Go Stop
-» Stop Stop Go Go Stop Go
Reward 14 1-4 0—-3 350 1—-4 0-3

Swap regret is the total regret under the optimal replacement



Swap regret [sium-mansouro7]

Rg;,ap, =, max Z Eatnt [uf(0(a7))] _ZEa ~rt [uf(a})]

Aim A 3

reward in round ¢ if reward in round ¢
the actions are replaced
according to ¢

cf. (external) regret RT—ma,x u( D-> E [ut-(at-)]

7
EA =1l @5~

Theorem [Blum-Mansour'07]

The empirical distribution — ®7r isa <maXRT /T)-approximate CE

swap,i
zeN




Swap regret minimization pium-mansouro7]

m Express ¢: A; — A; using a stochastic matrix

Rz;apﬁ max Z |uie@)] =32 E [ui(ad)]

=1~ =10~

l Using left stochastic matrices Q = {Q € [0, 1]4xA ‘ 1Q = 1}

T

T
ngapi= Z 7,’ z Z z’ z

t:l t=1



Swap regret minimization pium-mansouro7]

m Reduction using a stationary distribution of @
T T
T
stap, = Z z’ z Z(Wf, UD
t:l t=1

Reduce selection of ! to selection of Q*

Decide ! from Q' such that Q! = «f for each t € [T]

T T
RZwap, = Z Qﬂ-z: z Z Q

7TZ’ 'L
t=1
)

t
T
<Q77T;‘5 ® u:) - Z(Qta 7Tf & Uf
i

=1

JLMHII

|
o
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Swap regret minimization pium-mansouro7]

m Decompose into |4;| external regret minimization

T T
Riaps = m2 > (Q,mf @ uf) — 3 (Q', 7! @ u)

‘ Decompose @' into each column ¢,
T

T
ngap,i = Z l max Z(q;ﬂﬂ-:(a’l)ub — Z(q(tzl’ Wf(a‘l)u’D

ared; [%;,€AA) 5 t=1

RT

swapi = O (,/T|Ai| log |Ai|) from external regret min. bounds
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Untruthful swap regret minimization
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Fort=1,2,...,T:
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All players’ strategies (n!);cn are revealed to each other



Learning dynamics in Bayesian games 24/34

Fort=1,2,...,T:
Each player i € N decides a (mixed) strategy ! € A(A;)®
All players’ strategies (n!);cn are revealed to each other
Each player i obtains reward E[v;(6; a?)],

where 6 ~ p and then a ~ 7%(6;) independently for each i

2% We consider the expected value w.r.t. § and a in each round



Learning dynamics in Bayesian games 24/34

Fort=1,2,...,T:
Each player i € N decides a (mixed) strategy ! € A(A;)®
All players’ strategies (n!);cn are revealed to each other
Each player i obtains reward E[v;(6; a?)],

where 6 ~ p and then a ~ 7%(6;) independently for each i

2% We consider the expected value w.r.t. § and a in each round
—> Online learning with reward vector u! € [0,1]°*4: defined by
wO,a) 2 E E - [u@0),

0—i~p—ilbs [a_i~mt (0

(p: the marginal distribution, p_;|6; the conditional distribution)
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The regret definition corresponding to communication equilibria

Untruthful swap regret for playeri ¢ N

T

Rl,= max S E l E [u’é(@i,gb(ai,ai))”

k] 91 eL D i~ )
o5 00, 1= Bures |ainml ((00)

T

Y E l E [ul(6; ai)]]
t=1 0i~p; a,rwrf(@,)

Two incentive constraints for communication equilibria

1. No incentive to tell an untrue type (represented by )

2. No incentive to disobey the recommendation (represented by ¢)



Untruthful swap regret minimization

BTG R d-regret minimization framework + decomposition

The proposed algo. achieves Rys; = O (\/Tma,x{|Ai| log | A;|,log |@z~|}>

Analyze a hard instance with optimal stopping theory

Any algorithm satisfies Rys,; = Q2 (,/Tlog |@i|)
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m Express ¢: ©;, — 60, and ¢: 6, x A, — A; as a single matrix

T
A
Risi= max Y E  [ui(6¢(6:0)] - 5 E
) ’(/JZ 6,—0; =1 G,LNpZ =1 Np,L
¢: @iXAi—>Ai azN”fW(&)) aq,NTrt(O )

[Uf(oi, az‘)]

Spco W(6,0') = 1(¥0 € ©) and
Y ea Q((0,0), (¢, a')) = W(6,6) (V6,6 € ©,d’ € A)
@*(0,a) 2 p(6)u(6,a) (V0 € ©,a € A) (4 is omitted for simplicity)

0 4 {Q e [0, 1](@><A)><(®><A)

there exists some W € [0,1]9*® such that }

T

T
Ris,; = max > (Qa', @) =3 (o', @
t=1

t=1
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m Reduction using an eigenvector of @

T T
Ris,; = max (Qa',a') = 3 (', )
t=1

Reduce selection of @* to selection of «}
Decide z* from Q' such that Q*a" = «* for ¢t € [T

=

T

Ris, = max> (Qa',a') = 3 (Q'«', u')

t t=1

=]
—

T

= max Z(Q, ' @ ut) — Z(Qt, ' ®@a')

QeQ = =1

[uy



Untruthful swap regret minimization (rujirzsy 29734

m Decompose into |6;|%|4;| + |6;| regret minimization

T T
USz—m ZQ,xt@)u Y (@ " @ u)
t:l t=1
Decompose into regret R(,Ti for each 6; € ©; and
regret RoTi 0. for each 6,,60, € ©; and a; € A;

UszSZR +Z£;1aXZR09,,

0;€0; 0;€0; i aGA

~» Upper bound R{g; = O (\/Tmax{|Ai| log |4/, log |@,~|})
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Price of anarchy
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For an equilibrium class I C A(A)®, PoA is defined as

the social welfare achieved
by the worst equilibrium

\ VSW - OxA— RZO
inf E E [USW(H; a)] is the social welfare function,
A TELG~p | anm(6) :
PoAp = usually defined as
QINEp [ma} vsw (0; a)] vsw(b;a) = sz (65 a)

iEN
the optimal social welfare

PoA lower bounds guarantee the social welfare of equilibria



Various Bayes correlated equilibria rorgesos; 32/34

Untruthful swap regret minimization dynamics converge to

communication equilibria with strategy representability

Bayesian solution

Strategic-form CE

Communi
Bayes -cation
Nash equilibria equilibria
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Untruthful swap regret minimization dynamics converge to

communication equilibria with strategy representability

Bayesian solution

Agent- . i
Aane Com.Eq. with C°':;“t:‘°"r:
form strategy representability equilibria

CE




PoA bounds 33/ 34

Extend existing PoA bounds based on “smoothness” of games

PoA bounds for BNE via smoothness

1l [Roughgarden’15, Syrgkanis'12, Syrgkanis-Tardos'13]

m PoA bounds for Com.Eq. with SR via smoothness

%% The broader the equilibrium concept, the worse the PoA

Theorem (informal) Applications:
PoA for Com.Eq. with SR is at least A\/(1 + p) vsw = ), v; Case,

if a game for each fixed 6 € © is (A, u)-smooth various auctions, ...
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Correlated equilibrium S Swap regret minimization

:7 ﬁ' Stop
Communication equilibrium } gy Untruthful swap
regret minimization

[Blum-Mansour'07]
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